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Preface 

 

In August 2025, the Forum “Math-for-Industry” 2025 (FMfI 2025) was held at the POSCO 
Center in Seoul, Republic of Korea, jointly organized by the Institute of Mathematics for 
Industry (IMI), Kyushu University, and the Department of Mathematics, Ajou University, 
with support from the Asia–Pacific Consortium of Mathematics for Industry (APCMfI), 
the National Institute for Mathematical Sciences (NIMS), and other partner institutions in 
the Asia–Pacific region. 

FMfI 2025 continued the tradition of the Math-for-Industry series, whose mission is to foster 
collaboration between academic mathematicians and industrial practitioners. Under the theme 
“Mathematics for Innovation and Sustainability,” this forum provided a platform to discuss 
how advanced mathematical theory and data-driven methodologies can contribute to 
sustainable technologies, intelligent manufacturing, climate solutions, and AI-powered 
industrial design. 

The three-day program featured invited and contributed talks, focused sessions, and a round-
table discussion on future directions of industrial mathematics in the era of artificial 
intelligence and global sustainability. Researchers and engineers from universities, research 
institutes, and companies across Japan, Korea, Australia, Malaysia, and other countries shared 
case studies demonstrating how mathematical modeling, optimization, and statistical 
computation can create tangible social and economic value. 

This volume (or website) contains summaries of the lectures and presentations delivered during 
the forum. The Organizing Committee expresses sincere appreciation to all speakers, 
participants, and sponsoring organizations for their contributions to the success of FMfI 2025. 
We also thank the APCMfI Council and IMI Joint Usage Research Program for their continuous 
support in promoting international collaboration through mathematics for industry. 

We hope that the discussions and outcomes of FMfI 2025 will further strengthen the link 
between mathematics and society and inspire new cooperative research toward sustainable 
industrial development. 
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All-to-All Flow-Based Condition Transfer Model “ 
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Matters More Than Ever” 
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short time series in marine studies” 
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via the Information Bottleneck Principle “ 
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Control of Smart Materials” 
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Guiding Diffusion and Flow Models for Image, Video and 4D 

Jong-Chul Ye  

KAIST 

 

The recent emergence of diffusion models has driven substantial progress 
in image and video processing by establishing these models as powerful 
generative priors. However, challenges persist such as extension to 3D, 
video, and 4D problems. Meanwhile, flow models—though related—
possess distinct characteristics from diffusion models, and their application 
in this domain remains relatively underexplored. In this talk, we present 
strategies to address these challenges, highlighting our recent work on 
solving video inverse problems using 2D diffusion models, video 
interpolation, 4D video generation, and FlowDPS—our state-of-the-art 
inverse solver based on flow models. Comprehensive experimental results 
demonstrate the effectiveness of diffusion and flow-based approaches. 
 

 

 

 

 

 

 

 

 

 

 

 

1



2 

 

2



3 

 

3



4 

 

4



5 

 

5



6 

 

6



7 

 

7



8 

 

8



9 

 

9



10 

 

10



11 

 

11



12 

 

12



13 

 

13



14 

 

14



15 

 

15



16 

 

16



17 

 

17



18 

 

18



19 

 

19



20 

 

20



21 

 

21



22 

 

22



23 

 

23



24 

 

24



25 

 

25



26 

 

26



27 

 

27



28 

 

28



29 

 

29



30 

 

30



31 

 

31



32 

 

32



33 

 

33



34 

 

34



35 

 

35



36 

 

36



37 

 

37



38 

 

38



39 

 

39



40 

 

40



41 

 

41



42 

 

42



43 

 

43



44 

 

44



45 

 

45



46 

 

46



47 

 

47



48 

 

48



49 

 

49



50 

 

50



51 

 

51



52 

 

52



53 

 

53



54 

 

54



55 

 

55



56 

 

 

Forum “Math for Industry” 2025 

56



57 

 

- Challenge of Mathematics for Industry in the AI era - 
August  1188  --  2200,,  22002255,,  SSeeoouull  ((PPOOSSCCOO  CCeenntteerr)),,  RReeppuubblliicc  ooff  KKoorreeaa 

 

Pairwise Optimal Transports for Training All-to-All Flow-Based 
Condition Transfer Model 

Fukumizu, Kenji 
The Institute of Statistical Mathematics 

 

In this work, we propose a flow-based method for learning all-to-all transfer 
maps among conditional distributions that approximates pairwise optimal 
transport. The proposed method addresses the challenge of handling the case 
of continuous conditions, which often involve a large set of conditions with 
sparse empirical observations per condition. We introduce a novel cost 
function that enables simultaneous learning of optimal transports for all 
pairs of conditional distributions. Our method is supported by a theoretical 
guarantee that, in the limit, it converges to the pairwise optimal transports 
among infinite pairs of conditional distributions. The learned transport maps 
are subsequently used to couple data points in conditional flow matching. 
We demonstrate the effectiveness of this method on synthetic and 
benchmark datasets, as well as on chemical datasets in which continuous 
physical properties are defined as conditions. 
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Do Language Models Understand Math? 

Yea-Chan Park 
Sejong University 

 

The recent success of large language models (LLMs), such as ChatGPT, 
marks a remarkable advance in machine learning and artificial intelligence. 
However, it remains premature to assert that these models possess genuine 
reasoning capabilities. Although LLMs excel at generating coherent and 
contextually relevant text based on extensive training data, their 
performance in domains requiring precise logical reasoning—such as 
mathematics—remains limited. In particular, LLMs frequently struggle 
with exact mathematical operations, positioning mathematics as a critical 
benchmark for assessing an AI model's capacity for logical reasoning. In 
this talk, we explore whether language models can learn and internalize the 
exact rules of mathematical operations purely from data. Our investigation 
is grounded in the phenomenon of grokking—a surprising behavior where 
a model, after extended training, abruptly transitions from poor to near-
perfect generalization. By examining the inner workings of the training 
dynamics, we aim to uncover how language models develop implicit 
understanding of mathematical rules. We propose that this understanding 
may emerge through the formation of low-dimensional geometric 
representations, shedding light on how such models encode abstract 
structures during training. 
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An Extension of SympNets for Learnings of Multiple Hamilton 
Systems 

Takaharu Yaguchi 
Kobe University 

 

SympNets are neural networks for learning symplectic mappings. In 
particular, this method is used to learn the solution map of a Hamilton 
equation. Hamilton equations are the equations of motion in Hamilton 
mechanics and admit physical laws including the energy conservation law. 
However, when solution maps are learned using ordinary neural networks, 
such physical laws are no longer satisfied. On the other hand, SympNets can 
learn solution maps while preserving physical laws due to the symplecticity 
of the networks. In this talk, I will talk about an extension of SympNets so 
that the networks can learn multiple Hamiltonian systems so that a single 
network can predict the solutions of multiple Hamiltonian systems. 
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Formal Thinking in the Age of AI: Why Mathematical Reasoning 
Matters More Than Ever 

Kyung-Hoon Kim 
CEO, Core.Today 

In the age of AI, the ability to refine thought for precise communication 
becomes more critical than the ability to rapidly find answers. To collaborate 
effectively with Large Language Models (LLMs) and autonomous AI agents, 
we must be able to structure our thoughts within a clear logical framework. 
As AI systems become more complex and their errors harder to anticipate, 
this rigorous thinking is no longer an option, but a necessity. This talk will 
explore how 'mathematical thinking' provides the cognitive foundation for 
this challenge. Instead of being replaced by AI, mathematics offers the 
essential tools for building verifiable and trustworthy intelligent systems. I 
will present case studies— from agent simulation to safety verification—to 
demonstrate that cultivating formal reasoning is the most effective means to 
ensure the reliability and predictability of AI Agents in industrial 
applications. From this perspective, this talk will conclude that fostering 
mathematical thinking is no longer just an academic pursuit. Instead, it is a 
crucial and practical strategy for any industry seeking to deploy AI agents 
in a safe, effective, and predictable manner. Organizations that embed 
formal methods will be better positioned to deploy AI agents that are safe, 
effective, and auditable, gaining a durable edge in the AI-driven economy. 
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ANOVATS: A subsampling-based test for differences among short 
time series in marine studies 

Yuichi Goto 
Kyushu University 

 

Data used in marine ecosystem assessments often consist of short time series, 
making conventional methods that rely on large datasets potentially prone 
to drawing incorrect conclusions. Analysis of variance (ANOVA) methods 
for time series data is one example. These methods require the estimation of 
the reciprocal of the long-run variance (the spectral density at zero 
frequency), which typically demands long-term time series observations. In 
this talk, we address the problem of testing the equality of means across 
regions and propose a subsampling-based method for short time series data. 
The method also facilitates divisive hierarchical clustering by iteratively 
splitting regions based on statistical criteria. Its application to North Sea 
zooplankton biomass data reveals significant differences across diverse 
ecosystems, highlighting its utility in marine resource management. fields, 
while covariance serves as a selection criterion to identify informative data-
set during model fitting and integral evaluation. In scenarios characterized 
by low simulation efficiency and high costs of raw data acquisition, key 
challenges such as surrogate modeling, failure probability estimation, and 
parameter inference are systematically restructured within the Bayesian 
experimental design framework. The effectiveness of the proposed 
methodology is validated through both theoretical analysis and practical 
applications, demonstrating its potential for enhancing experimental 
efficiency and decision-making under uncertainty. 
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Online Bernstein-von Mises theorem  

Min-Woo Chae 
POSTECH 

 

Online learning is an inferential paradigm in which parameters are updated 
incrementally from sequentially available data, in contrast to batch learning, 
where the entire dataset is processed at once. In this talk, we assume that 
mini-batches from the full dataset become available sequentially. The 
Bayesian framework, which updates beliefs about unknown parameters 
after observing each mini-batch, is naturally suited for online learning. At 
each step, we update the posterior distribution using the current prior and 
new observations, with the updated posterior serving as the prior for the next 
step. However, this recursive Bayesian updating is rarely computationally 
tractable unless the model and prior are conjugate. When the model is 
regular, the updated posterior can be approximated by a normal distribution, 
as justified by the Bernstein-von Mises theorem. We adopt a variational 
approximation at each step and investigate the frequentist properties of the 
final posterior obtained through this sequential procedure. Under mild 
assumptions, we show that the accumulated approximation error becomes 
negligible once the mini-batch size exceeds a threshold depending on the 
parameter dimension. As a result, the sequentially updated posterior is 
asymptotically indistinguishable from the full posterior. 
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Multi-Objective Optimization of Location-Routing Decisions in 
Biomass Supply Chains 

Zaitul Marlizawati Zainuddin 
Universiti Teknologi Malaysia 

 

This talk explores how mathematical modeling and optimization support 
decisionmaking in biomass logistics, with a focus on the Location-Routing 
Problem (LRP) within the palm oil biomass supply chain. As biomass 
energy becomes increasingly important for sustainability, logistical 
challenges such as facility siting and transport routing grow more critical. 
The study examines three LRP models namely, the single-echelon, 
twoechelon, and split two-echelon developed using mixed-integer 
programming and solved using GAMS. These models aim to optimize costs, 
minimize carbon dioxide emissions, prioritize low-population areas for 
facility siting, quantify pretreatment needs, meet demand constraints, and 
incorporate a split-load transportation strategy. 
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Uncertainty Quantification in Scientific Machine Learning via the 
Information Bottleneck Principle 

Ling Guo 
Shanghai Normal University 

 

Neural networks (NNs) are revolutionizing computational tasks in physics 
and engineering by offering novel ways to integrate data with mathematical 
laws. This transformative approach enables the solution of challenging 
inverse and ill-posed problems that remain intractable for traditional 
methods. However, quantifying errors and uncertainties in NN-based 
inference presents unique complexities compared to conventional 
techniques. In this talk, we introduce a novel uncertainty quantification 
framework based on the information bottleneck principle (IB-UQ), designed 
for scientific machine learning tasks such as deep neural regression and 
neural operator learning. We further extend this framework to incorporate 
physical constraints, enabling physics-informed IB-UQ for solving forward 
and inverse partial differential equations (PDEs) in the presence of noisy or 
incomplete data. The effectiveness of the proposed approach is 
demonstrated through a series of numerical experiments. 
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Integrating AI and Human Expertise for the Design and Control 
of Smart Materials  

Pierluigi Cesana 
IMI, Kyushu University 

 

In this talk, I will explore examples from materials science and chemistry 
that highlight how the integration of AI-based techniques with human 
domain expertise enables the design and control of novel materials. Case 
studies will include liquid crystals, molecular machines, and other emerging 
systems, illustrating how this hybrid approach opens new pathways for 
innovation in smart materials and their applications. 
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Efficient deep learning methods for very high dimentional 
parabolic and HJB equations 

TAO ZHOU 
Chinese Academy of Sciences 

 

The application of deep learning to PDEs has emerged as a prominent 
research area. For very high-dimensional PDEs, we introduce in this talk a 
deep random difference method that can dramatically reduce the 
computational compexity of AD, through a first-order random difference 
approximation of convection-diffusion operators. We present the theoretical 
error bounds for linear parabolic PDEs, and show the efficienty by solving 
quasilinear parabolic PDEs and Hamilton-Jacobi-Bellman equations in 
dimensions up to 10000. 
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Mining Interconnected Data: Robust, Generalizable, and 
Interpretable Methods 

Jae-Min Yoo 
KAIST 

 

Real-world datasets often contain complex interconnections, appearing as 
graphs, time series, or spatiotemporal structures. Effectively leveraging 
these interconnections is essential for developing practical data mining 
techniques. In this talk, I will present our recent work on improving the 
robustness of graph neural networks (GNNs) to structural inconsistencies, 
an important challenge in real-world graphs. We identify the limitation of 
DropEdge, an existing augmentation technique, and introduce Aggregation 
Buffer, a plug-in module designed to improve robustness without 
compromising bias. Our method operates as a post-processing step 
applicable to any trained GNN, and achieves strong performance across 
diverse datasets with varying structural properties. 
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Efficient Node Classification on Simplicial Interaction via 
Augmented Maximal Clique Selection 

Eun-Ho Koo 
Chonnam National University 

 

Considering higher-order interactions allows for a more comprehensive 
understanding of network structures beyond simple pairwise connections. 
While leveraging all cliques in a network to handle higher-order interactions 
is intuitive, it often leads to computational inefficiencies due to overlapping 
information between higher-order and lower-order cliques. To address this 
issue, we propose an augmented maximal clique strategy. Although using 
only maximal cliques can reduce unnecessary overlap and provide a concise 
representation of the network, certain nodes may still appear in multiple 
maximal cliques, resulting in imbalanced training data. Therefore, our 
augmented maximal clique approach selectively includes some non-
maximal cliques to mitigate the overrepresentation of specific nodes and 
promote more balanced learning across the network. Comparative analyses 
on synthetic networks and real-world citation datasets demonstrate that our 
method outperforms approaches based on pairwise interactions, all cliques, 
or only maximal cliques. Additionally, by integrating this strategy into 
GNN-based semi-supervised learning, we establish a link between maximal 
clique-based methods and GNNs, showing that incorporating higher-order 
structures improves predictive accuracy. The augmented maximal clique 
strategy offers a computationally efficient and effective solution for higher-
order network learning. 
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Growing success with statistics in plant breeding  

Emi Tanaka 
Australian National University 

 

As the global population grows and climate change intensifies pressures on 
food production, plant breeders face the critical challenge of developing 
crop varieties that are high-yielding, resilient, and adaptable to diverse 
environments. This talk highlights how statistical modelling powers modern 
plant breeding by transforming complex field and laboratory data into 
actionable insights. In this talk, I focus on the application of factor analytic 
linear mixed models (FALMM), which have gained popularity due to their 
efficiency in dimension reduction and their potential for interpreting 
underlying factors. A core challenge in using FALMM is determining the 
appropriate number of latent variables (or order of the model). By exploiting 
both the grouped and hierarchical nature of the model components, we 
introduce a principled approach to order selection. This method addresses 
identifiability concerns without imposing arbitrary constraints and enhances 
the interpretability of factor loadings. I demonstrate how these statistical 
advances can enable breeders to make more informed decisions and 
accelerate the development of improved crop varieties. 
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Algebraic Approach for Statistical Models 

Ryoya Fukasaku 
Kyushu University 

 

In parameter estimation for statistical models, systems of algebraic 
equations frequently arise. The solution space of such systems corresponds 
to an affine algebraic variety defined by an ideal in a multivariate 
polynomial ring. This correspondence enables us to efficiently compute the 
solution spaces through algebraic operations on these ideals. In this talk, I 
will present several examples of algebraic systems that appear in parameter 
estimation for statistical models and demonstrate how they can be analyzed 
using techniques from computational algebra, particularly those concerning 
polynomial ideals. I will also discuss some results obtained through these 
algebraic computations. 
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From Natural Intelligence To Artificial Intelligence  

Nguyen Dinh Hoa 
IMI, Kyushu University 

 

This talk shows a research inspired by a cooperative hunting behavior in 
nature, going from the behavior’s mathematical modeling to its use in a 
practical application of ground-aerial vehicle cooperation. For this 
application, a deep learning method will first be presented for the 
recognition problem between the aerial and ground vehicles. Then robust 
distributed HH∞ and HH2 control designs will be introduced to cope with 
different types of disturbances on the position sensing of vehicles. Finally, 
the bounded input constraint will be tackled using the input-to-state stability 
(ISS) concept. 
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Accelerated Bayesian Optimal Experimental Design via 
Conditional Density Estimation and Informative Data 

Hongqiao Wang 
Central South University, China 

 

The Design of Experiments (DOEs) is a fundamental scientific 
methodology that provides researchers with systematic principles and 
techniques to enhance the validity, reliability, and efficiency of experimental 
outcomes. In this study, we explore optimal experimental design within a 
Bayesian framework, utilizing Bayes' theorem to reformulate the utility 
expectation—originally expressed as a nested double integral— into an 
independent double integral form, significantly improving numerical 
efficiency. To further accelerate the computation of the proposed utility 
expectation, conditional density estimation is employed to approximate the 
ratio of two Gaussian random fields, while covariance serves as a selection 
criterion to identify informative data-set during model fitting and integral 
evaluation. In scenarios characterized by low simulation efficiency and high 
costs of raw data acquisition, key challenges such as surrogate modeling, 
failure probability estimation, and parameter inference are systematically 
restructured within the Bayesian experimental design framework. The 
effectiveness of the proposed methodology is validated through both 
theoretical analysis and practical applications, demonstrating its potential 
for enhancing experimental efficiency and decision-making under 
uncertainty. 
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Some advances on mathematics of hypersonic flows  

Hairong Yuan 
East China Normal University 

 

In this talk I will review the progress we made on a mathematical theory of 
inviscid hypersonic flows based upon the framework of Radon measure-
valued solutions of the compressible Euler equations. It is shown that the 
hypersonic Mach number independence principle, the Newtonian theory of 
infinite-thin shock layer, and the Newtonian-Busemann pressure law, as 
well as the hypersonic similarity law, can all be verified rigorously in this 
new framework, which put a foundation for future theoretical studies and 
applications. 
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Pohang Earthquake, Thermalelastics among Rock Matrix zones 
and Mathematical Modelling  

Jae-Ryong Kweon 
POSTECH 

 

Geothermal energy production requires a high permeability heat exchange 
from deep hot rocks. The typical procedure locates naturally pre-existing 
discontinuities, such as faults and joints, and enhances heat permeability by 
means of hydraulic stimulation. This is a basic scenario for Enhanced 
Geothermal System(EGS). In this lecture I will talk about mathematical 
modelling equations for Thermal Variations between fracture and rock 
zones due to the water injection in the enhanced geothermal system(EGS). 
As a mechanical reason for Pohang Earthquake I emphasize that 
thermalelastics is an essential ingredient in causing such large magnitude of 
stress, because Pohang Earthquake occurred two months later after Pohang 
EGS stops water injection. Also I will give interface corner singularity 
functions from the interface and boundary value problem and discuss about 
increased regularity for smoother part. I will also talk about the stress 
variations related to the compressible Navier-Stokes flows on the polygonal 
domains with inflow and outflow conditions. 
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Industrial AI Innovation: Mathematical Challenges and 
Applications 

Ji-Su Hong 
The Miracle Soft 
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Integrating LIBS and Machine Learning for Practical Industrial 
Applications in Alloy Identification and Analysis 

Yong-Hoon Lee 
Mokpo University 

 

Laser-induced breakdown spectroscopy (LIBS) offers rapid, multi-elemental 
analysis in open air with minimal sample preparation, making it attractive for on-
site industrial applications. This work integrates LIBS with machine learning to 
address practical challenges in alloy identification and quantification, focusing 
on two case studies: nickel alloys and low-alloy steels. A compact LIBS device 
was assembled using a low-power diode-pumped solid-state laser and a miniature 
low-resolution spectrometer. For nickel alloys, quantitative analysis of Ni, Cr, 
and Fe was performed using selected non-resonance emission peaks (547.7, 520.4, 
and 438.1 nm, respectively). Intensity-based calibration achieved root mean 
square errors of 1–3 wt%, while classification of six alloy types using k-nearest 
neighbors (KNN) and linear discriminant analysis (LDA) yielded accuracies of 
95.0% and 98.3%. A two-step LDA approach improved classification to 100% by 
resolving misclassifications between similar compositions. For low-alloy steels, 
the same LIBS setup was used, but the low spectral resolution (∼ 0.9 nm) 
precluded resolving individual emission lines for Mn, Cr, Ni, and Ti. Partial least 
squares regression (PLS-R) modeling extracted quantitative information from 
unresolved spectral features, with segmented cross-validation demonstrating high 
accuracy. For Ni and Ti, baseline variations in congested spectral regions were 
mitigated by using the first derivatives of LIBS spectra, reducing calibration error 
and improving robustness. These results demonstrate that combining a compact 
LIBS system with tailored multivariate algorithms—ranging from discriminant 
analysis for classification to PLS-R with spectral preprocessing for 
quantification—enables accurate, cost-effective alloy analysis. The approach is 
well-suited for real-time sorting, quality control, and recycling operations, and 
offers a practical pathway for deploying portable LIBS platforms in industrial 
environments. 
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Mathematics in the Age of Intelligent Machines: From Ancient 
Logic to Industrial Innovation 

Hyun-Min Kim 
Pusan National University 

 

Mathematics has long been regarded as the language of nature and the 
foundation of scientific progress. In the Fourth Industrial Revolution—
marked by the fusion of AI, robotics, biotechnology, and quantum 
technologies—mathematics is more vital than ever. This talk explores how 
modern mathematics transcends traditional boundaries, driving innovation 
in industry through complex modeling, data-driven decision-making, and 
algorithmic design. We will trace the journey from classical matrix 
equations to nonlinear solvers used in real-world applications, including 
biological systems, smart manufacturing, and financial engineering. 
Examples from Korea’s national initiatives and collaboration with industries 
illustrate how industrial mathematics transforms theoretical insight into 
practical value. Beyond equations and models, we will reflect on the 
evolving role of the mathematician: not just as a problem solver, but as a 
builder of systems, an architect of intelligence, and a bridge between 
abstract reasoning and industrial needs. As we embrace the AI era, 
mathematics stands not behind, but ahead—leading the way into the future. 
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Dirac Delta and Gaussian Distribution for Solving the Three-
Dimensional Transient Groundwater Flow Equation 

Nur Shafiqah Najwa Binti Mohd Fairuz 
Department of Mathematical Sciences, Faculty of Science Universiti Teknologi 

Malaysia (UTM) 
 

This paper presents an analytical solution to the three-dimensional transient 
groundwater flow equation in a homogeneous, isotropic, and infinite 
confined aquifer using Fourier transform. The governing equation is solved 
based on two initial conditions: a Dirac Delta distribution representing an 
instantaneous point source, and a Gaussian distribution representing a 
smooth, localized initial perturbation. The analytical solutions are validated 
against numerical solutions using Finite Difference Method (FDM) with 
comparisons made at time 𝑡𝑡𝑡𝑡 = 0.1, 1.0 and 10.0 seconds. Errors are 
quantified using the 𝐿𝐿𝐿𝐿 squared norm. The key findings include, firstly, the 
Dirac Delta distribution corresponds to the fundamental solution to the 
diffusion equation. Early times discrepancy arises due to the inherent 
difficulty of numerical schemes to represent at the singularity. Accuracy 
improves over time as diffusion smooths the solutions and aligns with the 
analytical solution. Secondly, the Gaussian distribution maintains its shape 
while spreading over time. Numerical simulations tend to overpredict peak 
values initially, but the error diminished as the solution evolves. This work 
presents an exact benchmark for groundwater flow problems, particularly 
for idealized conditions. 
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Dynamics of Disclination Dipole 

Nicolo Briatico  
Dipartimento di Scienze Matematiche Applicate, Politecnico di Torino and Joint 

Graduate School of Mathematics for Innovation, Kyushu University, Japan 
 

Topological defects such as dislocations and disclinations govern the 
mechanical behavior of crystalline solids. While dislocations are 
translational defects (characterized by a Burgers vector), disclinations 
represent rotational defects (quantified by a Frank angle). A variational 
formulation links the two, showing that, from an energetical standpoint, a 
collapsing disclination dipole behaves like an edge dislocation. This study 
focuses on the dynamics of a wedge disclination dipole within a unit disk, 
analyzing how the distance between defects (h) and the position of the center 
of mass (d) evolve over time. We identify two key regimes. We also explore 
rescaling strategies to link the dynamics of a converging dipole of 
disclinations with the one of dislocation. Preliminary results succeed for 
screw dislocations, while the case of edge dislocations remains open. These 
insights pave the way for a deeper understanding of how rotational defects 
contribute to plasticity in materials 
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Fairness-Aware Score Adjustment for Optimizing the Lambda 
value in Recommendation Systems 

Donghan Lee  
Department of Mathematics, Ajou University, Korea 

 

Fairness in recommendation systems is gaining increasing attention due to 
concerns about exposure imbalance and recall disparities across user groups. 
In this study, we propose a simple effective method that enhances fairness 
by adjusting predicted scores based on users’ rating behaviors. Users are 
grouped by their relative rating tendencies (e.g., generous vs harsh raters) 
and group-specific scaling factors are applied to re-center their predicted 
scores. Through theoretical analysis, we demonstrate that this approach can 
reduce ranking-based recall disparities without modifying the model 
architecture or loss function. Empirical results confirm that the approach 
significantly reduces Recall@20 gaps while maintaining overall prediction 
accuracy. We also introduce a lightweight and interpretable for selecting 
scaling factors based on group-level score statistics, providing a practical 
solution for fairer recommendations. 
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Mathematical Model of Associative Learning in Amoebas 

Kentaro Harada 
Graduate School of Mathematics, Kyushu University, Japan 

 

Associative learning is learning to associate a stimulus to a physiological 
conditioned response. Recent experiments have shown that amoebas 
perform learning. Studying the behavior of unicellular organisms may 
provide insight into the origins of associative learning. We formulated a 
network model in which learning is caused by the effects of diffusion, 
decomposition, and generation of memory indices in cells. We formulated 
equations of motion that reproduce the behavior of the amoebas. 
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Solution of the Steady-State 2D Electrical Resistivity Tomography 
(ERT) Model in a Homogeneous Medium for Groundwater 

Exploration 

Hasan Noraini  
Department of Mathematical Sciences, Universiti Teknologi Malaysia, Johor 

Bahru, Malaysia and Kolej Pengajian Pengkomputeran, Informatik dan 
Matematik, Universiti Teknologi MARA Cawangan Melaka Kampus Jasin, 

Merlimau, Melaka, Malaysia 
 

This work outlines an analytical solution for the steady-state 2D Electrical 
Resistivity Tomography (ERT) model in a homogeneous medium, focusing 
on groundwater exploration. The governing equations for the electric 
potential distribution using Ohm’s law and the principle of conservation of 
charge are established. The potential decay for a point source is described 
using modified Bessel functions. The method of images is utilized to enforce 
the Dirichlet, Neumann and Robin boundary conditions, ensuring that the 
solutions are physically consistent near boundaries. The results show that 
the solutions derived are stable and can form a basis for interpreting ERT 
data, with implications for improving subsurface characterization in 
groundwater exploration, particularly for identifying and managing 
groundwater resources. 
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Formal Verification of Automata Properties Using Relational 
Calculus  

Ginga Hayakawa  
Graduate School of Mathematics, Kyushu University, Japan 

 

Binary relations such as “=” and “<”  can be regarded as generalizations of 
mappings. In relational calculus, a set corresponds to a domain and a relation 
corresponds to a projection, together forming a structure known as a 
category. In this study, we formally verify the fundamental properties of 
automata within the Rocq prover, based on the axioms of relational calculus. 
Since automata theory is closely connected to programming languages, 
compilers, and artificial intelligence, this research is expected to contribute 
to the development of formal verification environments in these domains. 
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Numerical Simulation of Localized Bioconvection  

Yoshimichi Hayashi  
Graduate School of Mathematics, Kyushu University, Japan 

 

Bioconvection is a phenomenon of spontaneous pattern formation observed 
in suspensions of microorganisms. This study focuses on the bioconvection 
of the photosynthetic protozoan Euglena gracilis. While many mathematical 
models for bioconvection are based on fluid dynamics, we propose a 
simplified model based on a system of partial differential equations (PDEs) 
without relying on fluid dynamics, as an initial step toward developing a 
future hybrid model. Our model describes the dynamics of Euglena density 
using a two-layer system (upper and lower layers) to represent the vertical 
structure. Furthermore, to reproduce the localized patterns observed in our 
experiments, we introduce a third "localizer" variable that controls the 
interaction between the layers. Numerical simulations of the model 
successfully reproduced characteristic bioconvection patterns, including 
spots and stripes in two dimensions. Moreover, the extended model 
incorporating the localizer variable succeeded in demonstrating the 
formation of centrally localized patterns, which is consistent with our 
experimental results. These findings suggest that the essential dynamics of 
bioconvection, including localization, can be captured without explicitly 
incorporating fluid dynamics, offering a new perspective for modeling self-
organization in biological systems. 
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Piecewise-linear embeddings of the space of 3D lattices into R13 
for highthroughput handling of lattice parameters  

Taiyo Imamura 
Graduate School for Mathematics, Kyushu University, Japan 

 

Positive-definite symmetric matrices, known as Gram matrices, are widely 
used to parametrize lattices. In this work, we propose two methods for 
embedding rank-3 lattices into R^{13} continuously and piecewise-linearly. 
These embeddings are useful for determining whether two lattices are nearly 
identical within their margins of error. 
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A Simple Model of Enterprise Performance: Cooperative vs 
Monopolistic Strategy  

Naoyuki Ishimura  
Faculty of Commerce, Chuo University, Japan 

 

We introduce a simple model of enterprise performance. The model consists 
of the recurrence formula for the probability which is interpreted as the 
market share of enterprise. We show that the cooperative strategy may 
outperform the monopolistic behavior. The cases study of woodworking 
industry in Maniwa, Okayama prefecture, Japan will support our model. 
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Limit Theorems for Verbose Persistence Diagrams  

Jeong-hwi Joe  
Department of Mathematical Sciences, KAIST, South Korea 

 

The persistence diagram is a central object in the study of persistent 
homology and has also been investigated in the context of random topology. 
The ¥emph{verbose diagram} (a.k.a verbose barcode), a more recent 
concept introduced by Usher and Zhang, is a refinement of the persistence 
diagram that is obtained by incorporating ephemeral persistence features as 
extra points along the diagonal. In this work, we initiate the study of 
¥emph{random} verbose diagrams. Specifically, we extend all the main 
results of the seminal work by Hiraoka, Shirai, and Trinh on the asymptotic 
behavior of persistence diagrams as well as its sequel on marked point 
processes by Shirai and Suzaki, to the setting of verbose diagrams. Namely, 
(i) we establish a strong law of large numbers for verbose diagrams as the 
random point cloud grows in size, and (ii) compute the total mass of the 
limiting object, which is a deterministic measure on the half-plane (on and 
above the diagonal). (iii) We also show that the support of this limiting 
measure equals the closure of the set of points that are ``realizable"" as 
verbose diagrams. Along the way, (iv) we extend the notion of the persistent 
Betti number, which was previously defined on the set of pairs ¥(r ¥leq s¥) 
in ¥([0, ¥infty)¥), to allow the case of ¥(r > s¥), and reveal the relation 
between this extended notion and the verbose diagram. (v) Finally, we prove 
a central limit theorem for the extended persistent Betti numbers. 
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Numerical Simulation of Plaque-Driven Vascular Stenosis Using 
Biased Diffusion-Limited Aggregation with Formative and 

Destructive Particles 

Taiga Kadowaki  
Joint Graduate School of Mathematics for Innovation, Kyushu University, Japan 

 

Vascular stenosis involves both growth and degradation of plaque. 
Diffusion-Limited Aggregation (DLA), proposed by Witten et al., models 
pattern formation through the aggregation of diffusing particles. We extend 
this framework by introducing formative and destructive particles in a 
biased field. Extended model reproduces asymmetric, dynamic narrowing 
patterns, capturing the competition between growth and erosion. This offers 
a simple numerical approach to explore stenosis progression and potential 
therapeutic strategies. 
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Paradoxical Responses in Gambling Driven by Simple Neural 
Circuit Feedback 

Taisei Kajimura  
Graduate School of Mathematics, Kyushu University, Japan 

 

This poster considers the decision to continue action despite repeated 
negative outcomes often seen in gambling. This is explained using a simple 
neural model that represents the interaction between the amygdala and the 
frontal lobe. Paradoxically, the model shows an inhibitory signal can 
activate the overall behavior, yielding a positive final outcome. This result 
suggests that a failure of inhibition can emerge from the physical dynamics 
of a simple neural circuit. 
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Radon measure-valued solutions of compressible Euler equations 
and concentration boundary layers in unsteady inviscid flows 

passing solid obstacles 

Liu Ke  
School of Mathematical Sciences, East China Normal University, China 

 

For time-dependent compressible Euler flows passing around a fixed solid 
body in three-dimensional space, there may exist an infinitesimally thin 
layer of concentrated mass, momentum and energy, wherein all particles 
impacting the body move along the body's windward boundary surface. By 
proposing a concept of Radon measurevalued solutions for initial-boundary-
value problems of the unsteady compressible Euler equations, which 
captures both the large-scale three-dimensional distributions of the 
surrounding flows and the small-scale motions of particles on the two-
dimensional boundary surfaces, we derive the governing partial differential 
equations for the concentration boundary layer --- an unsteady (pressureless) 
compressible Euler system defined on the boundary surface with 
appropriate source terms. This downscaling approach can be further 
generalized to incorporate skin-frictions and phasetransitions within the 
concentration boundary layer. It constitutes a novel methodology for 
addressing the complex fluid-solid-heat coupling problems encountered in 
fluid dynamics. Illustrative examples are presented to demonstrate the 
applicability of the proposed method to several specific problems, including 
the Newtonian-Busemann pressure laws of hypersonic aerodynamics. 
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Integrating Classical Numerical Methods into Deep Operator 
Networks 

Kyoungjin Jung  
Department of Mathematics, Ajou University, South Korea 

 

Operator learning has emerged as a promising alternative to classical 
numerical solvers for partial differential equations (PDEs), directly learning 
mappings from source terms and boundary data to PDE solutions. Despite 
recent advances, existing neural operator approaches suffer from critical 
limitations, including reliance on large supervised datasets, poor 
generalization across diverse boundary conditions, and a failure to exploit 
known PDE structures such as linearity. In this work, we propose an 
unsupervised, physics-informed operator learning framework that integrates 
convolutional neural networks with classical numerical methods (finite 
difference and finite element). A decomposition approach splits the PDE 
into simpler subproblems, significantly reducing the required training data 
while enhancing generalization. Numerical experiments on 2D Poisson 
problems demonstrate that our method achieves superior accuracy and 
scalability compared to standard integrated models, even outperforming 
models trained on substantially larger datasets. Moreover, our method 
remains computationally feasible at fine grid resolutions where traditional 
numerical methods face prohibitive memory and computational costs. 
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Deep Learning-Based Prediction of Underground Utility 
Locations Using Novel Feature Engineering Method  

Kang Meiyan 
Department of Mathematics, Ajou University, Korea 

 

Understanding subsurface characteristics is essential to reduce unexpected 
hazardous during excavation. Electrical resistance values are a crucial key 
for predicting underground conditions with the presence of utilities. 
Electrical resistance module, developed through generalized mesh 
techniques, is applied to produce the electrical resistance data according to 
geometrics parameters of electrodes and structures. In this study, various 
machine learning techniques such as Support Vector Machine(SVM), 
Random Forest, and XG-Boost were used for classification of underground 
utility counts. Additionally, a deep learning, Convolution Neural Networks 
(CNN) was employed to analyze by transforming resistivity data into a 2-D 
matrix format. The results show that the data contain sufficient information 
to determine the number of pipes present underground. 
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Mathematical Model of Ant Transport Networks that can Adapt 
to Changes in Resource Quality  

Kazuhiro Minami  
Graduate School of Mathematics, Kyushu University, Japan 

 

Biological transport networks have evolved through many processes of 
natural selection and possess the ability to adapt to environmental changes. 
For example, in an experiment by Latty et al. (2017), Argentine ants were 
observed to adjust their allocation of workers according to food 
concentration, sending more ants to areas with higher food quality. Based 
on this observation, we assumed the existence of two types of ants – scout 
ants and homebound ants – and developed a mathematical model using 
ordinary differential equations that can adapt to changes in resource quality. 
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Kernel von Mises Formula of the Influence Function  

Yaroslav Mukhin 
CDSES, Economics and Statistics at Cornell University, USA 

 

The influence function (also known as the first variation and Fisher-Rao 
gradient) of a statistical functional is the Riesz representer of its derivative 
operator. It is a key analytic object in both the theory and implementation of 
estimators in semiparametric models, e.g., one-step adaptive estimator, 
targeted learning, debiased machine learning, Furthermore, it is essential for 
inference about their statistical properties robustness and interpretability, 
e.g., for finding confidence intervals, partial identification and 
isspecification bounds, adversarial perturbations, influential data points. 
However, the analytic derivation of the influence function is often an 
obstruction to the broader adoption of these methods by practitioners. 
Toward automating this task, we derive a regularized representation of the 
influence function using spectral theory of positive semidefinite kernels. 
Based on this representation we construct an estimator that: (i) is a 
nonparametric functional RKHS estimator; (ii) admits theoretical 
guarantees in function norms relevant for downstream tasks; (iii) can be 
computed via automatic differentiation or finite differences, without 
requiring analytic derivation by the user. 
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Causal Inference in Legal Decision-Making  

Shingo Murakami  
Joint Graduate School of Mathmatics for Innovation 

 

This study introduces a novel approach to quantifying legal causation using 
mathematical methods. Specifically, it employs the Probability of Necessity 
(PN) to assess the likelihood that a certain individual’s disease is caused by 
exposure. In Japanese legal practice, Percent Attributable Risk (PAR) has 
traditionally been adopted as if it had represented the probability of 
causation. However, it can differ from true probability, PN. This research 
points out that Japanese legal practice implicitly has equated PAR and PN 
and reveals the assumptions underlying this equation. Furthermore, we 
propose theoretically proper decision frameworks that remain applicable 
even when such assumptions do not hold. 
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Non-Brain Memory Mechanism Based on Simplified Reaction–
Diffusion System 

Kota Nishi  
Joint Graduate School of Mathematics for Innovation, Kyushu University, Japan 

 

Human beings possess the capacity for memory, which is governed by brain 
function. On the other hands, it has been reported that true slime mold, 
which does not have a brain, possess the ability to memorize repeated 
stimuli and alter its behavior accordingly. In our study, we developed a 
mathematical model of slime mold locomotion driven by a chemical 
reaction–diffusion process. From our analysis of the model, we found that 
the accumulation of a chemical induced by repeated stimuli stores the 
stimulus history. 

 

 

 

 

 

 

 

 

 

 

 

 

425



426 

 

 

 

426



427 

 

Forum “Math for Industry” 2025 

- Challenge of Mathematics for Industry in the AI era - 
August  1188  --  2200,,  22002255,,  SSeeoouull  ((PPOOSSCCOO  CCeenntteerr)),,  RReeppuubblliicc  ooff  KKoorreeaa 

 

Conservative approximation-based feedforward neural network 
for WENO schemes 

Kwanghyuk Park 
Graduate school of Artificial Intelligence, POSTECH, Korea 

 

We propose data-driven weighted essentially non-oscillatory (WENO) 
weighting strategies using a feedforward neural network (FNN) for solving 
hyperbolic conservation laws. Two nonlinear weights is provided as the 
output of neural network for a convex combination using point values from 
a three-point stencil. The supervised learning is adopted using a novel 
dataset with labels based on conservative approximation to derivative. The 
symmetric-balancing term is incorporated into the loss function, promoting 
symmetry properties shared by WENO3-JS and WENO3-Z. The resulting 
schemes, termed WENO3-CADNNs, show strong generalization ability and 
robustness across a variety of benchmark cases and grid resolutions — 
consistently outperforming WENO3-Z and achieving the comparable 
results to WENO5-JS for some problems. 
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Intersection Detection in Latent Topic Modeling  

Sung-Inn Pyo  
Department of Mathematics, Ajou University, Korea 

 

Latent Dirichlet Allocation (LDA) topic modeling does not allow 
intersections among topics. Constructing strictly disjoint topics can lead to 
information loss and reduced interpretability, particularly when words are 
inherently related to multiple clusters. Although previous studies have 
attempted to consider this limitation through hierarchical or overlapping 
topic extensions, they have not modeled topic intersections. In this study, 
we propose a Latent Semantic Algorithm that identifies intersecting topics 
by leveraging Jensen–Shannon Divergence and margin-based discriminant 
analysis. 

 

 

 

 

 

 

 

 

 

 

 

 

429



430 

 

 

 

430



431 

 

Forum “Math for Industry” 2025 

- Challenge of Mathematics for Industry in the AI era - 
August  1188  --  2200,,  22002255,,  SSeeoouull  ((PPOOSSCCOO  CCeenntteerr)),,  RReeppuubblliicc  ooff  KKoorreeaa 

 

Pruning CNN Features by 50 % Without Losing Interpretability: 
Genetic- Algorithm-Selected EfficientNet Vectors and Grad-CAM 

on Fluorescence Cells 

Panu Sam-Ang  
School of Mathematical Sciences and Geoinformatics, Institute of Science, 

Suranaree University of Technology, Thailand 
 

Deep convolutional networks deliver rich—but often redundant—feature 
vectors that can overwhelm small biomedical datasets and blur model 
reasoning. We test whether a genetic algorithm (GA) can prune the 1 
280-dimensional EfficientNet-B0 descriptor by roughly 50 % while 
preserving both performance and Grad-CAM interpretability. After 
confirming pipeline correctness on two natural-image sanity checks—dog 
breeds (Golden vs Curly-Coated Retriever) and bird species (Limpkin vs 
American Coot), each retaining ≥ 99 % accuracy—we turn to the 
challenging BBBC021 fluorescence-microscopy set (treated vs control 
HeLa cells). GA (population 50, 30 generations, mutation 5 %) keeps ~650 
features; across three seeds test accuracy holds at 81.9 ± 0.4 %, AUC at 0.89 
± 0.01, and recall on the minority treated class rises from 0.71 to 0.74. 
Grad-CAM heat-maps before and after pruning overlap by > 80 % (SSIM), 
consistently highlighting nuclei clusters rather than background artefacts. 
These findings show that evolutionary feature selection can halve 
dimensionality without sacrificing accuracy—or interpretability—on 
limited biomedical data. Ongoing work with Dr. Piyamas Petcharoen 
applies the same pipeline to fluorescence images of forensic evidence 
(fingerprints, lip-prints, blood, semen, saliva, hair), aiming to build an 
efficient, explainable tool for crime-lab technicians. 
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Meta-Analysis of Self-Controlled Case Series (SCCS) Studies on 
VaccineAssociated Stroke  

Seol Jang  
Department of Mathematics, Ajou university, Korea 

 

Concerns over rare adverse events such as stroke following vaccination have 
prompted the use of the Self-Controlled Case Series (SCCS) model for 
postmarketing vaccine safety evaluation. This meta-analysis systematically 
synthesized evidence from SCCS studies assessing the risk of stroke after 
vaccination. Relevant studies were identified via PubMed and Embase 
through March 2025, and study quality was assessed using a modified 
Newcastle-Ottawa Scale tailored to SCCS designs. Pooled incidence rate 
ratios (IRRs) were estimated using random-effects meta-analysis, and 
sources of heterogeneity were examined through meta-regression. A total of 
12 eligible studies were included, with a pooled relative risk (RR) of 1.01 
(95% CI: 0.93–1.11), indicating no significant association between 
vaccination and stroke risk. Heterogeneity was low (I² = 28.1%), and meta-
regression suggested a decreasing trend in RR over time. These findings 
highlight the robustness of the SCCS method and support its continued use 
in vaccine safety monitoring. 
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Law of the iterated logarithm for self-similar Gaussian processes 

Shuhei Shibata  
Joint Graduate School of Mathematics for Innovation, Kyushu University, Japan 

 

Law of the iterated logarithm (LIL) is a fundamental limit theorem in 
probability theory that describes the precise long-term behavior of random 
fluctuations. It operates between the Law of Large Numbers and the Central 
Limit Theorem: they state that the stochastic process scaled by $t^{-1}$ and 
$t^{-1/2}$ converges to zero almost surely (or in probability) and converges 
in distribution to a normal distribution, respectively. LIL gives the exact 
boundary for the size of the largest fluctuations that almost surely occur over 
time, revealing the sharpest possible growth rate of the stochastic process. 
In this time, We study the LIL for centered, continuous, self-similar 
Gaussian processes under a certain decay condition on the covariance kernel. 
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HYPERSONIC SIMILARITY LAW FOR STEADY 
COMPRESSIBLE EULER FLOWS PAST SLENDER BODIES 

WITHIN THE FRAMEWORK OF RADON MEASURE 
SOLUTIONS  

Shifan Kang 
School of Mathematical Sciences, East China Normal University 

 

In this paper, we rigorously establish the mathematical results on statement 
and validation of the hypersonic similarity law within the framework of 
Radon measure solutions. We consider two scenarios: (1) two-dimensional 
steady non-isentropic compressible Euler flows past an infinitely long 
slender curved wedge; (2) threedimensional steady non-isentropic 
compressible Euler flows past an infinitely long cylindrically symmetric 
cone. It turns out that, for the hypersonic flow passing through a slender 
boundary with tiny slenderness τ, if hypersonic parameter K=M∞ τ is fixed, 
taking the slenderness ratio τ→0, the flow structures (after scaling) no 
longer depend on the obstacle shape and incoming Mach number M∞ 
independently, but only on their product K and the gas adiabatic index γ. 
Mathematically, for non-isentropic flow, we propose a new system of 
hypersonic small-disturbance equations to describe steady non-isentropic 
compressible hypersonic flows passing slender bodies. By comparing the 
Radon measure solutions of the hypersonic flow Euler equations and the 
corresponding hypersonic small disturbance equations, we demonstrate that 
when the obstacle slenderness ratio τ is very small, the Radon measure 
solution of the hypersonic flow problem converges (after dimensionless 
transformation) to that of the hypersonic small-disturbance equations. The 
explicit form of the Radon measure solutions effectively simplify the 
convergence analysis. 
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A proof of existence of Kaleidocycle  

Shota Shigetomi  
Institute of Mathematics for Industry, Kyushu University, Japan 

 

A Kaleidocycle is a linkage mechanism consisting of $k$ congruent 
tetrahedra. One of the features of this mechanism is that it deforms like a 
bubbling ring. It is known that this motion can be described by integrable 
systems if the motion is regarded as a deformation of discrete curves, but it 
has not been proven that this mechanism exists in the first place. In this talk, 
we will show that Kaleidocycle exists if the number of connecting tetrahedra 
$k$ is greater than or equal to six. 
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Mathematical Model for Catheter Treatment in case with 
Multiple Stenoses 

Haruka Suga  
Joint Graduate School of Mathematics for Innovation, Kyushu University, Japan 

 

There are many types of vascular diseases, some of which can be life-
threatening. Catheter-based treatment is one method used to address arterial 
stenosis. Previous studies have used the Navier–Stokes equations to 
calculate blood flow in vessels with a single stenosis. However, real blood 
vessels are long and complex, and applying the Navier–Stokes equations in 
such cases can be computationally expensive. In this study, we constructed 
an approximate flow equation by fitting to data provided by our collaborator, 
Ms. Intan, who simulated the flow in vessels with a single stenosis. Using 
this fitted model, I determine which of the two stenoses should be treated 
first in order to complete the treatment in a shorter amount of time. 
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Homoclinic tangency of the largest codimension and statistical 
irregurarity 

Kodai Yamamoto  
Joint Graduate School of Mathematics for Innovation, Kyushu University, Japan 

 

Given a continuous dynamical systems on a metric space, a point is called 
statistically irregular if the time average of a continuous function along its 
orbit does not exist. Takens posed the question of whether there exist 
persistence classes of smooth dynamical systems for which the set of 
statistically irregular points has positive Lebesgue measure. In this talk, I 
present a model of diffeomorphisms with homoclinic tangency of the largest 
codimension such that every C^r neighborhood of the model contains 
diffeomorphisms which has a set of statistically irregular points with 
positive Lebesgue measure. 
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